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Abstract. The article deals with the issues of building aregrated system for coordinated control
of a multilevel distributed technological procedsod production. An analysis of approaches to
modeling the reservoir section and well interfeeritas been carried out. A neural network
constantly operating dynamic model of an oil resgrarea is proposed as a basis for creating a two-
level control system for a group of wells, takimgpi account their mutual influence in real timeeTh
model provides the required accuracy of descriltiveg physical processes in the reservoir with a
simultaneous reduction in the model calculatioretiamd can be included in the control system as a
software block.
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KiroueBble cj10Ba: MOJIeNb y9acTKa IUIacTa, MallnHHOE 00ydeHMs, HeHpoceTeBOEe MOICIHPOBAaHHE,
B3aMMOBITHSTHAE CKBAXKHH.

AHHOTanusA. B cratke paccMOTpeHBI BONPOCH TMOCTPOCHUS WHTETPUPOBAHHOW CHUCTEMBI
KOOPAWHUPOBAHHOTO  YIPABICHHUS MHOTOYPOBHEBBIM  PACIPEICICHHBIM  TEXHOJOTHYCCKHM
mporeccoMm a00bun HeTH. [IpoBeneH aHAIM3 MOIXOJOB K MOJCIMPOBAHHMIO y4YacTKa IUIACTa W
B3aMMOBIIMSHIS CKBaXHH. [IpeanaracTcs HeWpoceTeBasi MOCTOSIHHO ICWCTBYIOMIAS TUHAMUAYCCKAS
MOJICJIb y4yacTKa HE(PTSIHOTO IUIacTa KaK OCHOBAa JUIS CO3IAHHS JBYXYPOBHEBOW CHCTEMBI
yIpaBJICHUsS TPYIIION CKBAXHH C YYCTOM HX B3aUMOBIHSHHS B PEalbHOM MacIiTabe BpEMCHH.
Mogens obecrieynBaeT HEOOXOAMMYIO TOYHOCTh ONMHCAHWS (PU3MYECKMX MPOIECCOB B IJIacTe C
OTHOBPEMEHHBIM YMEHBIIIEHHEM BPEMEHH pacdeTa MOJICIH M B BHIE NMPOTPAMMHOTO OJOKa MOXET
OBITH BKITIOYECHA B COCTAaB CUCTEMBI yIIPABICHHUS.

Introduction

The current state of the oil industry of the Rudael and energy complex is
characterized by the fact that most of the oil patbn industries are fields in the
late stage of operation, characterized by morécdiffproduction conditions and an
increase in the cost of production. [1, 2].

Under these conditions, the problems of increasimg efficiency of field
development are of particular relevance [3, 4]. ©@h¢he promising areas is the
development of an intelligent oil production prase®ntrol system based on the
latest digital automation technologies (“intelligewell”, “digital field”), the
purpose of which is to intensify oil production fmdow-productivity reservoirs [5-
7].

An analysis of the available sources allows usdnctude that the use of
modern informatization achievements is widespréat not effective enough, both
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in domestic and foreign oil production [8-10]. Modetechnical means of
automation and software [11-16] make it possibleatdomate the collection,
transmission, storage and processing of data, hzsulkey parameters for process
control. Separate models of objects and procesteasl groduction are being
developed and improved. Particularly noticeabléhes progress in improving the
constantly operating geological and hydrodynamidet® of deposits [17], which
make it possible to plan and predict developmena giobal scale with continuous
optimization. Due to the complexity and uncertaiatygeological models, it seems
impossible to build a fully automatic control ofi @roduction in the foreseeable
period of time [18]. The possibilities of digitadhnologies are used mainly in the
field of organizational management (MES, MRP, ERRJ business processes.

Such a “direct” extensive introduction of digitaéchnology and related
software allows:

— to increase the level of automation in the ICStexg everywhere;

— improve the quality of geological and hydrodynamodels as the basis for
field development;

— create hierarchical information support systenssngs modern digital
technologies.

But this does not ensure the full use of the paentpportunities of
digitalization and intellectualization [19-22]. Ti&sks connected with operational,
in real time, management fall out of consideration.

1. Analysis of the oil reservoir area and well intderence existing models

To date, in the class of mathematical models, tlustmvidely used for
reservoir management problems are permanently tpgrageological and
technological models. The disadvantages of suchetaadclude:

1) resource-intensive iterative algorithms for itlging hydrodynamic
models in the case of analyzing a long history degelopment object with a large
number of wells do not provide high accuracy offbrecast;

2) Interpolation and averaging of the accumulatachmeters during model
identification reduce the quality of its forecast.

Operational management based on such models isaslsuciated with a
number of difficulties:

1) long process of building and identifying hydradynic models does not
allow them to be directly used for operational cohof production modes;

2) models provide insufficient detail of local dey@ment processes.

Recently, there has been a significant increasetarest [23] in simplified
reservoir models, which can significantly reduce tfme required to build a
number of possible field development models.

One of the promising approaches is the use of CRApdcity resistive
model) similar models, which are an analytical 8olu of the material balance
equation. Building a model consists in solving amerse problem with a large
number of parameters and restrictions. Currerftigret are several different classes
of such models.
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The work [24] developed CRM mathematical models aodtware for
solving the problem of assessing the mutual infbeerof wells, optimizing
waterflooding, separating production by jointly d&ped reservoirs, and
simulating the operation of a horizontal oil welder conditions of gas cone
formation. A qualitative and quantitative compansaf the CRM model and the
hydrodynamic model is given.

The paper [25] considers the issues of improving/GRodels in terms of the
possibility of operational forecasting of developradicators in the conditions of
an elastic water-pressure regime, as well as iretteat of a significant change in
well operation modes. It is shown that the welkrférence coefficients, which are
the tuning parameters of classical CRM, are semsit changes in well operation
modes. This limits the effectiveness of CRM in taskere a significant change in
well operation modes is possible, for example, pineblem of optimizing the
reservoir pressure maintenance system (RPM).

The article [26] is devoted to the question of tberectness of comparing the
well interference coefficients based on streamlinigs the interference coefficients
based on the CRM analytical model.

Using synthetic hydrodynamic models as an exampiehas been
demonstrated that an injection well affects notyothle wells with which it is
connected via streamlines, but also other welloutjin changes in reservoir
pressure. As a result, in the case of non-statyoimjection, the use of only those
connections between wells that correspond to siieasleads to a decrease in the
guality of CRM model tuning.

In [27] two CRM-models are proposed that descrilal wterference. The
models are obtained by combining the material waagquation and the inflow
equation. The first model considers the pore volamghe reservoir common to all
wells. In the second model, all wells have indiabpore volumes between which
flows occur.

Synthetic examples show that the first model canubed for an infinite
reservoir, and the second model gives better medoit a limited reservoir.
Development data are understood as: fluid flow,ratgected water flow rate,
bottom hole pressure. CRM-models are models olddnyethe joint application of
the material balance equation (the equation ofcdbwtinuity of the flow in the
reservoir) and the equation of inflow to the wé&le advantage of all CRM models
is the refusal to use reservoir pressure in cdiouns, which changes during the
development process, and its definitions in fietdcgice are rare and often non-
systematic.

In the article [28] the results of the assessmétite predictive ability of the
analytical material balance model CRM were obtaimedhe framework of a
retrospective test at the site of a real field. dddition to the single-phase
representation, classical for the CRM model, speatéention is paid to the
predictive qualities of the two-phase formulatimishe model. Based on the test
results, it is shown that the CRM model in a twagd setting allows predicting oil
production at a high level of accuracy with detajlio waterflooding elements.
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The work [23] proposes original numerical methods €letermining the
coefficients of CRM-models for problems with on@guction well and with many
production wells. For a problem with one productieell, conditions are indicated
under which the problem has a unique solution,iawil be found by the proposed
algorithm. For a problem with many production wellse results of numerical
experiments demonstrated the high quality of thkutems obtained and the
advantage in productivity in comparison with othamerical methods.

When the field enters the fourth stage of develagmehen the share of
water in the produced production reaches more @ and the structure of
residual reserves becomes complex, the most ecoabtynifeasible ways to
increase oil recovery are hydrodynamic methodscltuonsist in changing the
kinematics of flows that have developed over desadg redistributing water
injection. In such a formulation of the problem, ander to select the optimal
injection distribution, it is necessary to calcalaeveral thousand different options,
and make decisions within a month, a week, or eveiay. This is an unsolvable
task from the point of view of classical geologieald hydrodynamic models, the
calculations do not keep up with the hydrodynamatupe of the field that has
changed during their implementation. It is for thigpose that in the world practice
more and more researchers are moving to proxy nmgdels a tool for prompt
decision-making for deposits at the last stage esfetbpment. With the growing
interest in proxy models, the issue of evaluatimgirt quality becomes more and
more relevant. The authors [29] substantiated thelity criterion, which is the
predictive ability.

In [30], based on the results of the adaptatiom,GRMP method was chosen
for further application on real data and the paksilof medium-term forecasting
of development parameters. The results obtainexvalls to draw a number of
conclusions and identify areas for future rese&wdmprove the performance of the
algorithm and the use of proxy models:

1. Proxy models can serve as an alternative toogexal and hydrodynamic
model due to the speed and simplified physics @dfutations for the operational
management of field development.

2. A proxy model has been obtained that can gemeratious scenarios of
development parameters (liquid/oil production, resg pressure) taking into
account the current assessment of the interacetmeen injection and production
wells. To carry out the forecast, bottom hole pwess of production wells and
injection levels of injection wells are fed intaetinodel.

3. For the adaptation and correct operation oftgerithm, it is not necessary
to use a long history of well operation; for a maa@rect forecast, a period is
sufficient in which there are no significant chasge the productivity factor, there
were no long-term shutdowns of wells, and no wekiiventions were carried out.

4. The main limiting factor for the accuracy of trexeived forecasts is the
quality of the initial data, the history of changasbottomhole pressures and the
accuracy of liquid and oil measurements have tbatgst influence.
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The article [31] proposes the concept of operatiomaterflooding
management, which involves solving an optimizatimmoblem in a system of
production and injection wells, including a mathéoa model of the control
object (proxy model), a decision-making system, andpecial administration
format. The authors propose a formalized approadhd operational management
of waterflooding, which involves the introductiorf mtegrated planning. The
technique was tested on the fields of Western Biband Kazakhstan and
confirmed the calculated efficiency - an increaseil production by 10-25%.

The paper [32] considers an approach to solvindlpms of ensuring the
rational development of reserves and assessingitheal influence of wells with
the construction of a predictive model, which irdgs the integration of the results
of dynamic marker monitoring of the profile andlavy composition of horizontal
wells, the Spearman rank correlation method andidhydigital models based on
computer learning. The system of long-term dynammarker monitoring of
horizontal wells allows obtaining a data flow fomnaging and optimizing field
development to assess the mutual influence of nbt imjection and production
wells, but also the impact of injection wells oresiic ports of marked production
wells using historical work data, as well as weddtion maps.

The paper [33] proposes a system for determiningl weerference
coefficients, including a database module, a datapiing unit, a data preparation
module, a coefficient calculation module, a repgrtmodule, and a report display
unit. The proposed system makes it possible toystuel phenomena of interference
and mutual influence of wells in order to optimigeoduction indicators for oil
production.

The paper [34] reviews the existing methods fornesing the mutual
influence of wells, including a new method basedgartitioning the computational
domain into Voronoi polygons, taking into accouhné tmaterial balance between
the polygons. The number of polygons correspondthé@onumber of wells, the
outer boundaries of the polygons can be both impalie and permeable, with the
ability to set the flow. It is shown that the agplion of different methods to the
same oil object can give an ambiguous assessmaséedBon this, it is concluded
that there are no universal methods for asseskegiutual influence of wells, and
the most reliable results for practical use canob&ined if a computationally
efficient and at the same time physically meanihgfyproach is used.

In [35] a critical analysis of the proxy modelingethod INSIM-FT (Interwell
Numerical Simulation Front Tracking models) wasrieak out. The results of
testing on synthetic models and on the site othfreld are presented. The analysis
showed that based on the results of solving therge/problem of hydrodynamics
in the proxy model, it is impossible to draw corsttuins about the real parameters
of the reservoir, and even a satisfactory histoagaming is not a guarantee of good
predictive ability. Criteria for the application tife method are formulated.

As in the widely used CRM models, INSIM-FT is basead the material
balance equation, but, unlike CRM, the INSIM-FTaxlthm theoretically allows
you to reproduce not only the liquid rate, but alke oil rate, using physically
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meaningful methods. However, when solving the isgerproblem of
hydrodynamics, the physical meaning of the vamaparameters is lost. At the end
of the adaptation, the relative permeability cunwbe permeability and saturation
fields can differ significantly from the real ondkgre is a deformation under the
result. A whole set of restrictions on the corrglof parameter variation is needed,
based on experimental and field studies. An amalgSidevelopment trends shows
that proxy models based on physical principlesk@eoming overly complicated
and are increasingly approaching hydrodynamic stous. It is possible that CRM
and INSIM are dead-end directions of developmamd,itiis worth paying attention
not to the reproduction of physical fields, butadirect study of the response of
production to injection, or to combine the direntlanverse problem by creating a
simulator without a grid domain and finite diffecenmethods.

In the article [28] the results of the assessmétite predictive ability of the
analytical material balance model CRM were obtaimedhe framework of a
retrospective test at the site of a real field. dddition to the single-phase
representation, classical for the CRM model, speattention is paid to the
predictive qualities of the two-phase formulatimishe model. Based on the test
results, it is shown that the CRM model in a twagd setting allows predicting oll
production at a high level of accuracy with detajlto waterflooding elements.

The work [36] proposes a new operational and gefiity accurate approach
to the use of the fixed current tube theory for #relysis and design of the
development of an oil reservoir area containingrals number of injection and
production wells. The simulation is performed inotstages. At the first stage, a
two-dimensional stationary problem of filtration @nhorizontal plane is solved - a
field of filtration flows is constructed, currentittes are formed. At the second
stage, geological and technical measures are nbglsolving a two-dimensional
problem of two-phase filtration in a vertical sectialong the stream tube. The
decomposition of a three-dimensional problem intsesies of two-dimensional
ones makes it possible to use high-resolution caatipmal grids at both stages of
modeling. Some results of application of the désxtiapproach are demonstrated.
To evaluate the effectiveness of various optiomsflimding systems, quantitative
characteristics are proposed that reflect the actean of injection and production
wells, the degree of involvement of oil reservesdavelopment, as well as the
coverage of oil reserves by displacement.

The work [37] proposes a methodology for predictthg effectiveness of
geological and technical measures, which allowsambine the main methods at
different stages of evaluating the effectiveness @medict the increase in fluid and
oil flow rates, additional production, changeshe tlynamics of reservoir pressure
and the rate of watering of well production. Thevaleped methodological
approach includes a combination of several metlodpredicting the increase in
the flow rate of liquid, oil and additional prodimt. The combination of the
statistical and mathematical methods of forecastiag significantly increase the
predictive reliability of the effects of geologicahd technical measures. As part of
the study, a script was developed that allows yoautomatically calculate the
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effects of radial drilling, which significantly redes time costs and allows you to
quickly evaluate the effectiveness of the event.m@ining statistical and
hydrodynamic modeling makes it possible to reduseettainties and shortcomings
of existing methods by combining methods at diffiéitages of the forecast.

2. Local oil reservoir models based on machine leming technologies

Current trends [38] in the development of domeatid modern scientific
thought in the field of hydrocarbon production arereasingly gravitating towards
production control processes by regulating the apmr modes of injection wells.
At the current stage of development of productiontml| technologies, the tasks of
automating and robotizing the processes of complthe operation modes of
injection wells in the concept of neural networkiopzation are coming to the fore,
which is one of the main directions in the develepiof the field in the context of
a digital field.

As a result of studies [39], it was shown that vétminimum set of input data
in the absence of data on the geological struatfithe reservoir, neural network
methods allow solving problems of assessing theredegof interaction
(interference) of wells (coefficients, or functioosSmutual influence of wells of the
“debit-debit”, “debit- acceptance”).

Given the availability of data on the geologicausture and hydrodynamic
characteristics of the formation, neural networkthnds are able to solve the
problems of quantifying the degree of interactibnvells operating in the modes of
a given flow rate or bottomhole pressure (coeffitseor functions of mutual
influence of wells such as pressure - flow ratespure - injectivity), as well as n-
dimensional interpolation and mapping.

The results of comparison [39] of neural networkthmods for solving the
above problems with standard methods for solvirgnthused in oilfield geology,
showed their complete viability and competitiveneédereover, the methodology
for calculating the technological efficiency of dgmgical and technical operations,
taking into account the interference of wells,usrently absent in the practice of oil
producing enterprises. It is especially noted thase methods are noise-resistant
and capable of operating under conditions of highbisy” input information.

In the study [40], a methodology was developed #ilawvs to quantify the
mutual influence of wells, including taking intocatint the delayed effect, within
the same development object. A vector autoregnessiodel was considered, the
parameters of which were found using Bayesian @stim. The application of the
developed methodology for constructing a vectoromagression model with
parameter estimation based on the Bayesian approadk it possible to take into
account the mutual influence of well flow ratesking into account the delayed
effect.

The work [41] proposes a neural network structuoe &dapting the
computational grid obtained on the basis of a redunathematical model of an oil
reservoir section. For data preprocessing for thaptation method, it is supposed
to use the apparatus of mathematical statistice.ngxt step in the development of
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the structure is the integration of the propertieadaptation and forecast in a single
model that can replace the hydrodynamic model efitid.

The paper [42] considers the problem of predicting operating modes of
production wells under conditions of non-stationavgterflooding using neural
network modeling. In the learning process, neuedorks allow you to establish
meaningful relationships between production anédtpn parameters in a group of
wells. This information is further used to predietll operation modes. The use of
neural networks makes it possible to reduce the fion calculating the predicted
mode, relative to the time spent on numerical madewhich makes it possible to
apply this approach in the problems of operationahtrol and production
optimization. The paper considers the possibilittéspredicting the operating
modes of production wells using a recurrent nemetivork LSTM, using the
example of a field with a waterflooding system. Tdmxuracy of predicting the
operating modes of production and injection welking a trained LSTM neural
network in the problem of oil production with a eegir pressure maintenance
system has been studied. The achieved predictiouracy allows using the trained
neural network to predict the real parameters dof oeration. High calculation
speed and forecasting accuracy make it possiblgdggrate a neural network into a
field management system and apply it in optimizatbbwell operation modes.

The article [43] provides an overview of possiblatevflood management
solutions. The practical implementation of the “N&uNetwork Production
Management Technology” includes the following stepsaluation, selection,
predictive analytics. The result is a digital teclongical regime of wells that
corresponds to the set goal and the solution obgtienization problem in artificial
intelligence algorithms using the Atlas - WaterfloManagement software and
hardware complex.

The technique proposed by the specialists of “Tyurmstitute of Oil and
Gas” is a proxy model of the field, built on theslsaof neural networks and
primary field data [44]. The team of authors praggbsand tested a method for
controlling the operation modes of injection wedlsthe site of a real field. The
effectiveness of neural network technologies fonagang waterflooding processes
has been proven.

The models of the oil reservoir and well interactemnsidered above make it
possible to reproduce the main parameters of dpuedat, however, the features of
the models do not allow them to be used for thep@ses of operational
management and short-term forecasting.

Table 1 discusses some approaches to modeling eéleloppment of oil
reservoirs, their advantages and disadvantages.

Thus, the main requirements that an oil reservandeh designed for the
purposes of operational management should meet:

1) The model must correctly reproduce unsteady epdration modes.

2) Two-phase fluid movement must be taken into aosto

3) The model should reproduce the work of both potidn and injection
wells.
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4) The model must correctly handle the situatioremvthere is an imbalance
between the injected and injected fluid volumes.

5) Reservoir pressure - a value that changes dtheglevelopment process
and depends on the volumes of fluid injected ancheted from the reservoir.

6) Based on the model, it is possible to perfororisterm forecasting of field
development parameters.

The initial data for creating the model are theuaaalated indicators of oil
and water production, as well as data on bottompi@ssures.

Thus, the main approaches to modeling the oil prda process are
considered, the possibility of using the considemneodels for the purposes of
operational management is analyzed. It is showntligaexisting models of the oll
reservoir section cannot be used for operationalagement. The requirements for
the model of an oil reservoir section are formuate

Table 1. Integral models of displacement charasties

Oil Reservoir Method advantages Method disadvantages
Description
Method
Analog and 1) Do not require the use gfl) The complexity of creating a
physical models | computer technology. model and the complexity of
2) They have a visual conducting experiments.

representation of the
ongoing physical processes

Grid 1) Detailed description of | 1) High requirements for the
hydrodynamic the pressure distribution in| characteristics of the VT.
models the oil reservoir. 2) Long model calculation time.

2) The scale of the model is3) Large labor costs in the
practically unlimited (whole process of creating a model.
fields can be modeled).

Neural network 1) High speed of 1) Unpredictability of

models calculations. simulation results.

2) The labor-intensive process
of choosing the structure and
training of the neural network.

Transfer Function | 1) High speed of 1) The inability to take into
Models calculations. account a large number of input
parameters.
2) The complexity of rebuilding
the model.

3. Architecture of digital solutions for well operaion control

The paper [45] presents the architecture of digiditions for managing well
operation modes in the problems of efficient depeient of mature oil fields.
Specialists of TING LLC in collaboration with engirs and geologists of oil
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producing companies have developed a technologgdba@s the synergy of
experience and artificial intelligence, created iadustrial software product in
which, based on field measurements, a set of teskslved for the operational
management of well operation modes and optimizadfasil production.

In the article [46], the authors provide evidendethe effectiveness of the
integration of digital technologies for managinge tlflooding processes and
planning the technological modes of operation afdprction and injection wells,
and also indicate the vector of action, which soasted with the prospects for the
development of “production control” technology.

The comprehensive integrated model of the Vatydgas field includes
[47] digital twins of more than 3,000 wells acras® development targets. The
digital intelligent tool is based on IPM Petrolelxperts software products (PVTP,
MBAL, PROSPER, GAP) and covers the entire productbain of oil production
from the reservoir to the entrance to the centfdteatment facility. The integrated
model consists of linked models of the reservoie]lsy and models of gathering
systems and reservoir pressure maintenance. kdgmed to optimize the entire
system as a whole, taking into account the mutfalence of its components. The
stability of the model is achieved by adaptingata retrospective time period,
which increases the accuracy of forecast and sicenalculations. The model is
used by the Customer on-line during the daily wafrkeld specialists.

In [48] the author proposes to implement in thepodduction process control
system the developed application that solves tlubl@ms of modeling the oil
production process and optimal control of well @p@n modes in a single software
package.

4. Management of the oil field development procedmsed on the model of
the oil reservoir area and the well interference mdel

In order to quantitatively assess the impact of suess to increase oll
recovery of a well, a group of wells and predice thalues of development
parameters for a certain time interval and a nurobether tasks, it is necessary to
develop a local model of an oil reservoir area vatlgroup of wells opening the
reservoir in the form of certain dependencies, g#gna and determine the specific
values of a number of incoming into these equatainsmknown parameters, i.e. it
IS necessary to identify the parameters of thervege section model. The
simulation-based oil production management proisessown in Figure 1.

Historical data on the development of an oil resgnarea (data on
bottomhole pressures, water cut and well flow Nedes the initial data, on the basis
of which the parameters of the oil reservoir areaeh are identified. In the course
of identification, those parameters that have tteatgst influence on the process of
fluid movement in the reservoir change. Further,tlom basis of the model, the
optimal flow rates of the fluid are calculated iccardance with the control criteria
laid down with the control system. The obtainedueal of optimal flow rates are
transmitted via communication lines to actuatoeg tthange the operating mode of
the downhole pump in accordance with the recalmrabf the magnitude of the
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control action (required flow rate) into the perfance of the downhole pump

(rotation speed). Then there is an accumulatiomest data on the operation of

downhole equipment, which then enter the blockidentifying model parameters

and supplement the existing historical developndata. The control process is

continuous, and sets of new control actions orrékervoir are generated each time
after receiving data on the current well operatiwdes.

Collection of historical

datapi! sis G
Pis Qsis Qui
v Pis Qsis Gui Qe

Identification of Calculation of Changing the Waiting
the neural | optimal fluid rates | operating modes .| (accumulation

network model of based on reservoir of downhole of field data)
the oil field modelq,,; equipment

Pis Qeis Qi

Collection of information on
current  well  operation«
modes;, A, Qi

Fig. 1. Scheme for managing the process of devadogn oil field based on an oil reservoir
model

The proposed solution is to build an integratedesysfor coordinated control
of a multi-level distributed technological process a whole. For this, a neural
network constantly operating dynamic model of ahreservoir area is being
developed as the basis for creating a two-levetrobeystem for a group of wells,
taking into account their mutual influence in reéiahe. The model provides the
required accuracy of describing the physical preegsin the reservoir with a
simultaneous reduction in the model calculationetiand can be included in the
control system as a software block.

The algorithm for automatic identification of modehrameters as current
field data becomes available makes it possiblentplament an algorithm for
choosing the optimal well flow rate, taking intocaant technological limitations
and economic costs.

Thus, it becomes possible to involve an unobseevabject - an oil reservoir
- in the process of operational management in di fof a hierarchical system of
dynamic models “reservoir-well-pumping equipmertmbining the object and
the control system in a single information spaceyiging measurements, control,
diagnostics and management. The applied digitdini@ogies make it possible to
optimize the control process through the iteratiwemation of virtual clusters
(groups of producing wells) and pump performanaarod in order to increase the
flow rate of low-watered wells.

It is proposed to apply a new approach to the string of the control object
based on the selection of elements of the conystem:

— section of the oil reservoir, which will make gossible to simplify the
modeling with high accuracy of physical processeshie reservoir to take into
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account the mutual influence of wells as a fadbat tletermines the algorithm for
choosing the optimal flow rate of a production watlkthe group level of the control
system;

— well as an object of control and optimizatioriret local level of the control
system;

— pumping equipment, the performance of which igul&ted taking into
account the efficiency of the joint functioning thie local and group levels of the
control system.

Thus, the “reservoir-well-pump” model is being deped, which, in
combination with modern automation tools and infation technologies, allows
creating a single multifunctional information spader the purposes of
management, monitoring, diagnostics and forecasting

The model is dynamic, periodically identifiablen@iions as a software unit
in the control system and allows eliminating thieetf of insufficient field data due
to the impossibility of obtaining them by direct aserements.

Conclusion

The scientific significance of the results liestire integration of systemic
principles of construction, operation, development control systems for the
technological process of oil production. The praabsnodels of objects and
processes of oil production provide high adequaitly wdecrease in the calculation
time and are the basis of a complex technologyfodeling and controlling the oll
production process in real time.

Of practical value are application software modutkat implement the
proposed algorithms and modeling technologies,eglam the controllers of wells
and groups of wells, with the ability to identifyosel parameters and select
operating modes of installations without operatartipipation. The efficiency of
production modes is also ensured, for exampleutifermity of the advance of the
fronts of the displacing agent of the reservoirsptge maintenance system by
ensuring rational levels of performance of the pment of virtual well clusters.
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