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Abstract. With the development of machine learning, we egiace many commonly used control
methods in industry, such as traditional PID cdigrs. This time we take the switch mode power
supply as an example, using the popular reinforeértearning method in machine learning to
compare its control effect with the PID controléerd compare their control efficiency.

MATEMATHYECKASI MOJIEJIb YIIPABJISIEMOM ®UJIbTPAIIIN
SJIEKTPUHYECKOI'O CUTHAJIA HA OCHOBE OBYYEHUA C
NOAKPEINIJIEHUEM
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KuaroueBble c10Ba: MallMHHOE OOydYeHHME, UMIYJIbCHBIH MCTOYHHMK muTanus, [IU]J]-perymsarop, Q-
oOyucHue.

AnHoranus. C pa3BUTHEM MAIIUHHOTO OOYYCHUSI MbI MOXKEM 3aMEHHUTH MHOTHE OOINCHIPUHSTEHIC B
OTpaciy METOJBI YIpaBlicHWs, Takue Kak Tpaaunuonneie [1M/[-kouTpoiiepsl. Ha 3ToT pa3 Mbr
BO3BMEM B Ka4yeCTBE IMpPHMEpa WMITYJIbCHBIH MCTOYHHK ITUTAHUSA, HCIOJB3YS TOMYISPHBIA METO.
00y4eHHUS ¢ YCHIICHHEM B MAIllMHHOM 0OyYeHWH, 9TOOBI cpaBHUTH ero dddexT ynpasnenns ¢ [THU]]-
PETYIATOPOM H CPABHUTH UX 3()(HEKTUBHOCTH YIPABICHHUS.

Introduction

Switch mode power supplies are one of the most itapbfunctional units of
the secondary power sources of electronic and redactequipment for various
purposes. Currently, voltage stabilization of sypplprovided, in the vast majority
of cases, by means of proportional-integral-dififiad (PI1D) regulators.

Nowadays, machine learning methods are becomingasimgly effective.
Reinforcement learning (RL) is one of the methodmachine learning, in which a
learning algorithm called an agent interacts witbestain environment, exerting
influences on it that can be considered as enviesmah management. In the
process of interaction, the agent receives reiefoent signals from the
environment (feedback on the effectiveness of ttoelyced control actions from
the point of view of achieving the control goalpnalyzing which it produces
training.

The purpose of this work is to research the effgictthe reinforcement
learning algorithm for stabilizing the output sitgaf a voltage regulator.

Reinforcement Learning

RL is one of the machine learning methods usedesxribe and solve the
problem of maximizing returns or achieving specigials by an agent through a
learning strategy in interaction with the enviromm& he focus of RL is on finding
a balance between exploration (of uncharted teyitand exploitation (of current
knowledge) [1].Q-learning was introduced by Chris Watkins [2] inB29%nd is a
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reinforcement learning method based on the valoetion. "Q" names the function
that returns the reward used to provide the retaiment and can be said to stand
for the "quality” of an action taken in a giventst@3]. During iteratiort, we have
the states, when the agent performs the action, and thenvwesé¢he reward; for
the transition to the new stage, ;, so that the) value is updated, and its update
formula:

Q(s.a) = 1-0)[Q(s, &) +alr +ylmax, Q(s...a). (1)
where Q(s,a,) - old value;a - learning rate;r,- reward; y - discount value;
max, Q(s,,,a) - estimate of optimal future value.

From the above formula, it can be seen that upglatieQ value is equivalent
to using the learning speed to perform a weighted ef the pasQ value and the
currentQ value.

In the formula (1), lek =y/a and combine the similar terms on the right side
to get:

Q(s,a)=(1-a)IQ(s,a) +alr +ylmax, Q(s.,, &)

=Q(s,a) +a i +yimax, Q(s,,,a) —a [Q(s,a)
=Q(s &) +alr + ¥ nax,Q(s.,.a) ~Qs.a)

=Q(s, &) +a lr +Anax, Q(s.,,a) ~Q(s,a)).
According to the definition of the Bellman equation reinforcement
learning, we have:

(2)

R+ AImax, Q(s.,,,8) = Q(S.1,@) - ®3)
Substituting the above formula (3) in the formiy, (ve obtain:
Qs a) =Q(s,a) +al(Q(s..,8) ~Q(s,a)) . (4)

If the learning ratex is set to 1 (in practice, often a constant leaynste is
used [4]), ther. =y, the above formula (4) can be written as:

Q(s,a)=Q(s,a) =r, +ylmax, Q(s..,a,) . (5)
After that, we store the result value, and the rextionai. 1 is selected by
maximizing theQ function for the state . ; by a:
a., =argmax, Q(s.;,a). (6)
This is the main implementation of oQrlearning algorithm.
Q-learning algorithm is implemented using the foliogvsteps:
1) Receive the output voltage and its derivatigewall as feedback from the
environment.
2) Variable sampling.
3) Update th&) matrix according to formula (5).
4) Then select the next action according to fornf@ja
The above processing algorithm will be executedednc each time step, and
then the matrixQi(s, a) will gradually converge tQ*(s, a).
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PID Controller

The PID controller (proportional-integrating-diféattiating controller)
consists of a proportional terR) an integrating terrhand a differentiating terr.
The purpose of control is to make the process blrafollow the set-point value
r. The errorerr(t) is defined bye=r —Yy. TermP is proportional to the error at

the instant. Term| is proportional to the integral of the error upthe instant.
Term D is proportional to the derivative of the errorthe instantt [5]. Three
proportional parameters are configurdg},- K; andKg.

A PID controller is a common feedback componentindustrial control
systems. The feedback value is determined by tflenwimg formula:

1 T derr(t)
U@t) =K, (err(t) +=|err(t)dt + 2——7) . 7
(t) =K, (err(t) le (t) ) (7)
Diagram of a voltage regulator and their mathematial description:
Switch mode power supply can have two work condgjoaccording to the
conditions of switch. Circuit diagram of Switch neoghower supply when the
circuit is closed is shown in Fig. 1.
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Fig. 1. Switch mode power supply

The work of this circuit can be described by thdlofeing differential
equations:

di, _ r. 1 1., du 1. 1

—t=—j -=U,+-U, ,—2==i -——U_,. 8

dt L L L out |_ in dt C L RC ut ( )
When the circuit is open, it can be converted ®fthillowing two cases (see

fig. 2).
The left figure in Fig. 2 presents an equivalentuir diagram, when the
voltage of the inductag > 0, the equation is as follows:
di, r. 1 du 1. 1
— =i —=U,,,—2 =i, ——U,. 9
d L- L™ d Cc" RC™ ®)
The right figure in Fig. 2 is the equivalent circaiiagram wheni, = 0.
Accordingly, we can describe this with the equation
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Fig. 2. Equivalent schemes of two cases of clomﬁlamion

At the same time, the curremt can be eliminated from the two circuit
equations (8), (9) and (10), and we can obtainotitput voltage equations of the
voltage regulator in Fig.1 and Fig.2:

When switch closed:

dJ,, . du
ot + o +a U, =bU,.. 11
dt2 al dt aO out bO n ( )
When switch open:
d’U,, du
oL+ o +aU,., =0. 12
dtz a1 dt aO out ( )
In which:
:L+RCr. :R+r_b_ 1

RC " RC'™ LC

Parameters in the circuit:

— capacitor capacityc=0.0001F;

— load resistancd&®=10Q;

— coil inductancet=10H;

— coil internal resistance=0Q.

Now after solving the differential equations (1X)da(12) we can get the
output voltage, which is out target control parameiThe target parameter for
controlling the output voltage is set to ¥0and the input voltage is set to a square
wave, which varies between 100 = ®5 The total sampling time is set to 25
seconds, and the sampling step is 0.60After modeling in Python, set other
parameters and then analyze in the appropriatatisitu

Results

After adjusting the input parameters, we got 3 geoof results, which are
shown in fig. 3-5. Some comparations of controkefffoetween PID and RL, and
result data are in the tables. 1-3.
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- Input signal range: 100 + 2§ Target value of the output signal: 80
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Fig. 4
Tab. 1
Agent|PID-regulato
Average 49.79 50.01
Dispersion 0.4354 0.928
Standard deviation 0.66 0.9633
The number of times the signal exceed&g{50[>5 0 42
The time when the signal went beyobd {-50|>5 0.0 0.0042
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Tab. 2

Agent | PID-regulator
Average 49.95 50.0
Dispersion 0.929 3.296
Standard deviation 0.9638 1.815
The number of times the signal exceedég{50[>5| O 360
The time when the signal went beyobd {-50|>5 0.0 0.036

-Input signal range: 150 + 5@ Target value of the output signal: 0
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Tab. 3
Agent | PID-regulator
Average 49.78 50.0
Dispersion 1.432 4.275
Standard deviation 1.197 2.068
The number of times the signal exceed&g{50[>5| 0 498
The time when the signal went beyobd {-50|>5 0.0 0.05

We can see that when the input voltage is fartteen four target value of the
output voltage, the reinforcement learning contr@dthod enhances the excellent
ability to output a smooth waveform. The dispersi®monly one third of the PID
control method. After the initial learning procettse waveform under the control of
reinforcement learning will no longer fluctuate mopre than + 5/, and the area
outside of = 5/ remains in the PID controller.

Conclusions

1. Developed models of controlled filtering of tké&ectrical signal in AC
voltage regulators based on the reinforcement ilegnmethod and on the basis of
the PID regulator.
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2. On the basis of the developed models, a comparabalysis of the quality
indicators for controlling the voltage regulatorings the reinforcement learning
algorithm and the PID controller was carried out.

3. As a result of the comparative analysis, it Wasd that for a number of
qualitative indicators, the reinforcement learniafgorithm when solving the
stabilization problem of the output voltage of altage regulator significantly
exceeds the traditionally PID controllers, whicklicates significant prospects for
the application of a reinforcement learning aldornt in the management of
technical objects.
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